Abstract
Static analysis has been widely used in large-scale software defect detection. Despite recent advances, it is still not practical enough because it requires compilation interference to obtain analyzable code. Directly translating the binary code using a binary lifter mitigates this practicality problem by being non-intrusive to the building system. However, existing binary lifters cannot produce precise enough code for rigorous static analysis even in the presence of the debug information. In this paper, we propose a new binary lifter PLANKTON together with two new algorithms that can fill the gaps between the low- and high-level code to produce high-quality LLVM intermediate representations (IRs) from binaries with debug information, enabling full-fledged static analysis with minor precision loss. PLANKTON shows comparable static analysis results with traditional compilation interference solutions, producing only 17.2% differences while being much more practical, outperforming existing lifters by 76.9% on average.

1 Introduction
Static analysis has been widely used in detecting various software defects in C/C++ programs [34–36, 53, 85, 94]. Unfortunately, despite this tremendous progress, one previously-ignored fact is that the requirement of compilation interference is essentially the last mile of modern static analysis. Conventional static analysis [3, 13, 16, 33, 37, 82–84] requires access to the program building process to obtain analyzable code, which is realized by interfering with the original compilation configuration with a custom compiler or parser. For example, SVF [84] requires the end-users to use wllvm [20] (a wrapper for Clang) to compile the project.

However, compilation interference is not always feasible due to two reasons. First, modern building systems are becoming increasingly complex and diverse [48, 66]. For example, the C++ language has over 20 building systems [23] and 36 compilers [24]. Supporting such a large number of native building systems is extremely difficult and error-prone. For example, COVERITY SCAN [5], one of the most successful commercial static analysis tools, has been striving to achieve compatibility with various toolchains for over 20 years [31, 76]. Despite tremendous efforts, the success of compilation interference is still not guaranteed. For example, both COVERITY SCAN [3] and SVF [84] were reported to fail because they could not compile the source code with their custom compilers [2, 4, 6, 12]. Second, the accessibility of the software building procedure is not always guaranteed [31]. For example, the source code and its compilation pipeline are often unavailable for cloud-based code scanning services. The above difficulties severely hinder the deployment of mature static analysis systems to the industrial environment, which we refer to as the last mile problem.

Instead of walking the last mile with insurmountable effort, we can bypass the problem by directly using the end product of the building process — the binaries themselves.
Compared with the conventional solution, the binary-based one obtains code for analysis by binary lifting [5, 9, 11, 63], which is non-intrusive to the software building system and thus is unlikely to fail in real-world scenarios. Therefore, the remaining problem is: Can we achieve similar static analysis results on the lifted code as the compiled source code?

1.1 Challenges

Rigorous static analysis requires considerable source-level information to be present in the target code to reason about their semantics [78]. Existing state-of-the-art static analysis mainly leverages underlying assumptions about two program entities to develop their algorithms, i.e., variable boundaries [60] and type information [68]. However, the binary code is not naturally accompanied by such information, and recovering it from the plain binary is still an undecidable problem [52, 89–91], which could greatly affect the precision of static analysis. We use Figure 1 to briefly introduce how the loss of variable boundaries and type information in binary code affects the construction of data-dependence graph (DDG), one of the most basic static analyses.

**Variable boundaries.** Unlike the source code, where the memory is separated into disjoint variables [61], the assembly code flattens the memory space by allowing memory access across variables [60] and possible overlapping objects [54]. For example, the memory write regarding n[i] at Line 7 and the memory read from a[0] at Line 11 in Figure 1 do not have any data dependences because every local variable is associated with a distinct memory block (left-hand side of Figure 1c). Therefore, the DDG has no edge between those two lines in Figure 1f. However, the compiler places n and a into the same stack slot ([rsp+8]) in the binary code since they have non-overlapping scopes (right-hand side of Figure 1c), resulting in a bogus dependence between Line 6 and Line 10 in Figure 1b. Therefore, there is an extra edge between them in Figure 1g.

**Type information.** Binary code totally discards high-level type information and allows operations between arbitrary typed values. For example, the typing rule for the memory read in source code (Figure 1d) requires the operand v to be a pointer to type τ, and the type of the loaded value s is also τ. In contrast, the assembly code (Figure 1e) uses a uni-type α for all operands. Existing static analysis tools exploit the type information for efficiency [79], and losing it might lead to broken results. For example, the pointer returned by calloc at Line 3 in Figure 1a has data dependences with Line 11 and Line 12. In Figure 1b, the memory allocated by calloc is returned and manipulated through two integer-typed registers rax and rbx (Line 9 and Line 12), which might result in broken data-flows in some static analyzers (e.g., SVF) since they ignore pointer values that behave like an integer. Therefore, the constructed DDG in Figure 1g lacks two edges starting...
from Line 3 to its reference sites and will even result in a false alarm of memory leak bug because the calloc does not reach a free function. Moreover, heap objects cannot be modeled properly without correct type information at the call sites of memory allocation functions [55].

Fortunately, while the plain binary is not a desired substitution for the compiled source code, we found that in a scenario like software static analysis, the debug information [45, 62, 67] is also indispensable because it is extremely useful for debugging [14, 21], crash diagnosis [43], and profiling [17]. For example, modern operating systems all provide debug symbol packages [18, 22], and the latest Firefox on MacOS is built with embedded debug information [62]. In a small study conducted by us that involves 100 famous C/C++ projects from Linux and GitHub (projects with the most stars), we found that 100% of them support emitting debug information in their binary output. Therefore, a more feasible solution would be considering the debug information during binary lifting, which maps the binary to the source code and can help solve numerous undecidable reverse engineering problems [73].

Despite its usefulness, the debug information only provides a subset of source-level information since compilers cannot backward map all binary code to the source [28, 62, 74, 95], which still constrains the precision of lifted code and static analysis because variable and type information are still missing in some code fragments (illustrated in § 2).

1.2 Our Technique

In this paper, we propose a new binary lifter Plankton together with two new algorithms to produce high-quality LLVM intermediate representations (IRs) from binaries with debug information, enabling full-fledged static analysis with minor precision loss. Our key insight is that code fragments with data-dependences are also dependent in terms of their source-level properties, which allows us to fill in the blanks in the binary-to-source mapping with the incomplete debug information by additional static analysis and code transformations. More specifically, we first propose a stack disambiguation algorithm to reconstruct connections between variable entities and stack references in the lifted code. Our intuition is that in source code, references to stack slots can be mapped to disjoint memory blocks represented by top-level variables visible at specific program points, which is essentially the scope information. Therefore, our algorithm computes a scope for each variable by extending existing ones denoted by the debug information. It leverages data-dependences between instructions to group stack memory references and uses structural invariants to form well-structured variable scopes. Second, we propose a type enforcement algorithm to recover proper types for all values inside the lifted code. Our intuition is that all operations in a strongly-typed language such as C/C++ obey strict typing rules, meaning that values with improper types must be explicitly converted to satisfy those rules to keep the code’s validity. Therefore, the usage of type conversions indicates the degree of type correctness because the code with more correctly typed values needs fewer conversions. Starting from a portion of value types, our algorithm consistently eliminates type conversions with semantic-preserving code transformations and propagates the results to all code fragments to find a fixed point that can maximize the type correctness level.

We have implemented Plankton in C/C++ on top of the LLVM compiler infrastructure [58]. We evaluated it with real-world programs using two state-of-the-art static analysis tools, SVF [84] and Pinpoint [83]. Experimental results show that Plankton is able to fully utilize source-level static analysis techniques by showing comparable bug-finding results with traditional compilation interference solutions, producing only 17.2% differences while being much more practical, outperforming existing lifters by 76.9% on average. Our further experiments also prove that most of the remaining result differences are caused by the inherent “randomness” of the static analysis, showing that Plankton is as effective as the traditional compilation interference method for real-world usage.

In summary, this paper makes the following contributions:

- We propose two new algorithms to produce precise LLVM IRs from binaries with debug information to enable full-fledged static analysis.
- We implement a new binary lifter Plankton that incorporates the proposed algorithms. We also spent significant engineering efforts handling complicated cases in parsing debug information and lifting.
- We conduct experiments to show that Plankton has sufficiently good scalability and precision, producing only 17.2% differences compared with the compiled source code while being much more practical, outperforming existing lifters by 76.9% on average.

2 Motivation

2.1 Motivating Example

Translating the binary product of the software into analyzable code representations has greatly potential to enable a more practical static analysis procedure because it is non-intrusive to the building system. However, applying static analysis designed for high-level languages to the low-level assembly code could cause great precision loss because of the huge gaps between these two languages.

We use a motivating example to show the two core differences between the binary and the source code that could affect the static analysis. Figure 2a shows the source code of function foo, and Figure 2b shows the corresponding X86_64 assembly code obtained by compiling foo with "Clang -O1 -g". We use the sc.qitem=self->qitem statement at Line 7.
in Figure 2a to illustrate the problem, which is compiled to the mov [rsp+48], rax instruction at Line 5 in Figure 2b.

Variable boundaries. In Figure 2a, sc has an independent memory block so that sc.qitem can only be accessed when there is a reference to sc. In contrast, in Figure 2b, all local variables are placed in a flat stack memory and are accessed by relative offset to the rsp register. Therefore, the stack slot [rsp+48], which corresponds to sc.qitem, might be accessed whenever there are references relative to the rsp, which forces static analysis to reason about bogus dependences relations and might cause precision loss.

Type information. In Figure 2a, the statement follows strict typing rules, and values have proper types, i.e., it writes an Item typed pointer to sc.qitem, which is also an Item typed pointer. However, in Figure 2b, the value held by rax register and [rsp+48] can have arbitrary types, which could mislead static analysis to produce wrong results.

Even the debug information is still insufficient to fill the gap between binary and source code since compilers cannot backward map all binary code to the source [28, 62, 95]. For example, it tells that the [rsp+16] at Line 11 in Figure 2b is the sc variable in the source code but does not map [rsp+24] at Line 17 to any variables.

2.2 Limitations of Existing Approaches

Existing binary lifters [5, 8, 9, 11, 42] all suffer from numerous limitations that make them unable to support rigorous static analysis. First, lifters such as McSema [5] output the emulation-style IR that faithfully emulates the machine execution, which is too low-level to support source-level static analysis [63]. Second, lifters such as RetDec [11] only directly apply knowledge inside the debug information to the lifted code without being aware of its incompleteness and thus suffer from significant precision loss.

Moreover, we found that even the most advanced decompilers, such as IDA Pro [1] and Ghidra [15], still cannot precisely translate binaries with debug information because their algorithms usually depend on predefined rules or patterns. As a result, in the decompiled code of IDA Pro, stack references at Line 3 and Line 8 in Figure 2b are declared as independent values instead of sc’s fields. Additionally, significant manual efforts are needed to re-compile outputs of those decompilers into analyzable code representations and are not always feasible for large programs [65].
2.3 Our Technique

**Insight.** Our key insight to overcome the above limitations is that code fragments with data-dependences are also dependent in terms of their source-level properties, which allows us to fill in the blanks in the binary-to-source mapping with the incomplete debug information. Based on this insight, we propose two new algorithms to better resolve the two most critical problems in binary lifting.

2.3.1 Variable Boundaries. The flattened memory in binary code should be separated into disjoint variables to enable static analysis. However, existing lifters only map a portion of stack references to variable entities due to the incompleteness of debug information. For example, the stack reference at Line 11 in Figure 2b is mapped to the sc variable, but [rsp+24] at Line 17 does not have any mappings.

**Intuition.** Our intuition is that the live range \([32]\) of identified variables allows us to connect binary-level memory references to source-level variables. For example, with complete scope information of \(sc\) at Line 17 actually is a field of the sc variable.

Therefore, our first algorithm infers a scope for each local variable and uses such information to recover precise variable information. More specifically, it extracts a set of constraints by exploiting several scope invariants (e.g., overlap variables have disjoint scopes) and data-dependences between memory references through static analysis, which, when taken together with the debug information, allows us to solve them uniformly to obtain the final scope of each variable. For example, our algorithm collects two data-flow facts for \(sc\) referred at Line 11 in Figure 2b. First, the accessed value is defined by Line 7 by moving \(rax\) to \([rsp+24]\). Second, Line 22 loads the same value from \([rsp+24]\) since there is no redefinition in the path between these two lines. They indicate that \([rsp+24]\) at these three lines actually refer to the same value and thus belong to the same local variable. Then, Plankton combines the obtained facts with a scope invariant that the variable scope should be continuous and draws a scope for \([rsp+24]\) (sc) according to the CFG, which covers \(sc\) variable at Line 11. Moreover, the byte size of \(sc\) ([rsp+16]) in the binary code is 40, which means that the \([rsp+24]\) must be the field of \(sc\) instead of an independent variable since \(24 - 16 < 40\) and different variables must not overlap. Therefore, the scope of \(sc\) can be extended to Line 7 - Line 22 after the above analysis.

2.3.2 Type Information. All values inside the lifted IR should be assigned with correct types to facilitate static analysis. However, existing lifters still could leave a large number of values with improper types because debug information only maps a small portion of values to their correct types. For example, \(r15\) is marked as \(\text{int}\) type at Line 6 in Figure 2b, but \(rax\) at Line 7 is untyped.

**Intuition.** Our intuition is that all operations in a strongly-typed language obey strict typing rules \([58]\), meaning that values with improper types must be explicitly converted to satisfy those rules. Therefore, if we can eliminate such type conversions while keeping the validity of the LLVM IR, then all operations can be assigned with proper types, which further indicates that the usage of type conversions reflects the degree of type correctness because the code with more correctly typed values needs fewer conversions.

Based on this intuition, our second algorithm leverages semantic-preserving code transformations to consistently eliminate type conversions and assign correct value types. For example, Figure 3a shows the vanilla LLVM IR directly translated from the assembly instructions at Line 6 and Line 7 in Figure 2b. Our algorithm first leverages code optimizations to remove redundant operations in Figure 3a and make dependences between values more explicit (Figure 3b). Then, it transforms the \(\text{inttoptr}\) and \(\text{bitcast}\) instructions into a \(\text{getelementptr}\) and modifies the type of the \(\text{load}\) instruction (Figure 3c). The loaded value is then translated to the original type by inserting a \(\text{ptrtoint}\) to keep the validity of
code. After this step, we not only assign the correct type to the load instruction but also "propagate" type hints forward to the next instruction. Further applying transformations gives Figure 3d, which has no type conversions.

Figure 2c shows the translation result of Plankton, which is very similar to the one compiled from the source code.

3 Stack Disambiguation

In this section, we will introduce how Plankton tackles the most challenging part of recovering source-level variables in the lifted code, i.e., separating the stack memory into disjoint blocks. For global memory, Plankton adopts similar algorithms with existing methods [30], details are omitted.

Plankton first obtains an initial result by analyzing operations involving the stack memory (e.g., r = r in x86_64) and transforms them into references to stack slots [1, 11, 15, 29, 49]. At the same time, the debug information is encoded by annotating some stack slots with types and names.

Example 3.1. In Figure 2b, stack operations at Line 11 and Line 17 are transformed into references to stack slots (LLVM alloca) but only Line 11 is further mapped to the sc variable. Then, it infers a live range [32] (scope) for each identified variable with Algorithm 1. It infers a must (§ 3.1) and a may (§ 3.2) scope for interference stack slots (Line 2), which could be variables with non-overlapping scopes or belong to the same variable or its fields. We now define interference:

Definition 3.1. Two stack slots x1 and x2 interfere (overlap) if they have the same stack memory offset or one slot occupies the middle of the other.

Example 3.2. [rsp+16] at Line 11 and [rsp+24] at Line 17 in Figure 2b are a pair of stack slots with interference because [rsp+16] is mapped to a variable with size 40 (sc) and is larger than their distance inside the memory.

3.1 Must Scope Inference

The must scope is a precise but under-approximated live range for a specific stack slot v (Line 4 - Line 18). The set $\phi_{must}$ represents the must scope for v, which is essentially a set of instructions where v is visible. Initially, $\phi_{must}$ only contains all direct use sites of v since a variable must be visible where it is used (Line 4).

The algorithm first collects the set of program points ($\sigma_0$) where v must be visible with data-flows analysis that concerns how values are defined and used (Line 6). More specifically, if a value is stored into v, we add all instructions that load the stored value in v to $\sigma_v$. Similarly, if a value is loaded from v, we find all instructions that store the loaded value to v and mark them as must live sites of v. Moreover, we also track values loaded and stored through registers by performing a lightweight intra-procedural pointer analysis to find alias relations between stack slots and registers.

Algorithm 1: Scope Inference

| Input: Function F after recovering stack slots |
| Output: Updated Function F with mapped variables |
| Function StackDisambiguation(F): |
| $S \leftarrow \text{stack slots that have overlapping memory}$ |
| $\text{foreach } v \in S \text{ do}$ |
| $\phi_{must} \leftarrow \text{get all direct use sites of } v \Rightarrow \text{must scope}$ |
| $\text{foreach } u \in \phi_{must} \text{ do}$ |
| $\sigma_u \leftarrow \text{data-flow facts regarding } u$ |
| $\phi_{must} \leftarrow \phi_{must} \cup \sigma_u$ |
| $\phi_w \leftarrow \phi_{must} \Rightarrow \text{worklist for applying invariants}$ |
| $\text{while } \phi_w \neq \emptyset \text{ do}$ |
| $u \leftarrow \phi_w.\text{popBack}()$ |
| $\phi'_w \leftarrow \text{applyInvs}(u, \phi_{must}) \Rightarrow \text{apply invariants}$ |
| $\phi_{must} \leftarrow \phi_{must} \cup \phi'_w$ |
| $\phi_w \leftarrow \phi_w \cup \phi'_w / \phi_{must}$ |
| $\text{foreach } v \in S \text{ do}$ |
| $S_v \leftarrow \text{stack slots overlap with } v$ |
| $\text{foreach } v' \in S_v \text{ do}$ |
| $\text{if } \phi_{must}(v) \cap \phi_{must}(v') \neq \emptyset \text{ then}$ |
| $\text{both live}$ |
| $\text{Collapse}(v, v')$ |
| $Q_f \leftarrow \text{reverse post order of } F \Rightarrow \text{calculate may scope}$ |
| $Q_b \leftarrow \text{post order of } F$ |
| $\text{foreach } l \in F \text{ do}$ |
| $\text{USE}[l], \text{KILL}[l], \text{OVER}[l] \leftarrow \text{init}(\phi_{must}) \Rightarrow \text{init sets}$ |
| $\text{while changes to any OUT or IN occur do}$ |
| $\text{backward}$ |
| $\text{foreach instruction } l \in Q_f \text{ do}$ |
| $\text{OUT}[l] \leftarrow \bigcup_{s \in \text{succ}(l)} (\text{IN}[s] - \text{OVER}[l])$ |
| $\text{IN}[l] \leftarrow \text{USE}[l] \cup (\text{OUT}[l] - \text{KILL}[l])$ |
| $\text{while changes to any OUT or IN occur do}$ |
| $\text{forward}$ |
| $\text{foreach instruction } l \in Q_b \text{ do}$ |
| $\text{IN}[l] \leftarrow \bigcup_{p \in \text{pred}(l)} (\text{OUT}[p] - \text{OVER}[l])$ |
| $\text{OUT}[l] \leftarrow \text{USE}[l] \cup (\text{IN}[l] - \text{KILL}[l])$ |

Example 3.3. The instruction at Line 3 in Figure 2b stores the address of [rsp+32] to r14; therefore, reading memory pointed to by r14 is equivalent to reading from [rsp+32] before r14 is assigned with another value, and the corresponding instructions will be added to $\sigma_u$.

However, program points collected by the above data-flow analysis could spread across the whole function and the result ($\phi_{must} \cup \sigma_u$) may not form a well-defined continuous variable scope. Therefore, Plankton further leverages a set of scope invariants to refine and expand the result obtained from data-flow facts (Line 10 - Line 13). The intuition is that in a high-level language, the scope of local variables should respect certain control-flow structures [56], which applies to the compiled binary code. For example, C/C++ programs usually have a naturally scoped structure, where the lifetime
of data is bounded by curly brackets. The basic principle of variable scope is that each scope has to be continuous, and two different scopes are either the same, nested, or disjoint.

More formally:

**Invariant 3.1.** Let variables $x_1$ and $x_2$ have scopes $\sigma_1$ and $\sigma_2$. Then, both $\sigma_1$ and $\sigma_2$ are continuous, and either $\sigma_1$ and $\sigma_2$ are the same, disjoint or nested, but not overlapping:

$$ (\sigma_1 = \sigma_2) \lor (\sigma_1 \cap \sigma_2 = \emptyset) \lor ((\sigma_1 \subset \sigma_2) \lor (\sigma_2 \subset \sigma_1)) $$

The implication of Invariant 3.1 is that a variable must live, we can infer its complete live range using additional structure analysis, resulting in several derived invariants.

We use Figure 4 to show how scope invariants are used to infer variable scopes. Two different kinds of lines represent the first and the last use site of a stack slot, which are also identified as must live program points by the previous data-flow analysis. Since the scope for each variable is continuous, the following invariant holds for variables:

**Invariant 3.2.** If a variable $x$ is visible at two reachable program points $p_i$ and $p_j$, then it is also visible at all program points between $p_i$ and $p_j$, denoted as $\{p_i, p_{i+1}, \ldots, p_j\}$.

**Example 3.4.** By applying Invariant 3.2 to Figure 4a, we can obtain Figure 4b, which includes all program points between the start and end use sites into the scope of the stack slot.

In a CFG, each basic block can be viewed as an independent scope bounded by curly brackets. Therefore, if a variable scope contains more than one basic block, then the scope should fully cover each block. Otherwise, the variable scope will overlap with the scope of individual basic blocks. Some compilers further optimize the use of stack slots by taking their first uses as the lifetime start [19]. However, it is hard to determine the end of lifetime statically, so compilers still use the end of declaration scope as the end of stack slots’ lifetime [50]. Therefore, we have the following invariant:

**Invariant 3.3.** If a variable $x$ is visible at more than one basic block, its scope fully covers all blocks except the starting one.

**Example 3.5.** In Figure 4b, the variable scope partially covers $B_0$ and $B_2$. Therefore, it can be extended to Figure 4c by including the whole $B_2$ in the scope.

The start and end program points of the variable scope should have dominance relations:

**Invariant 3.4.** The end/start program points of the scope should (post-) dominate the start/end program points.

, which can further derive the following invariant:

**Invariant 3.5.** If a variable $x$ is visible at all program points inside block $B$ and one of $B$’s successors (predecessors) $B’$. Then $x$ must live at $B’$’s other successors (predecessors) that are unreachable from $B’$.

**Example 3.6.** In Figure 4c, the end of the scope in $B_2$ does not post-dominate the start in $B_0$. Therefore, $B_1$ should also be included in the scope, which gives us Figure 4d.

Additionally, all aggregate typed variables should respect the following invariant:

**Invariant 3.6.** A variable $x$ is visible at all program points where any of $x$’s fields are visible.

A worklist-based algorithm iteratively applies the above invariants to all live sites of $v$ (Line 11). Initially, the worklist $\varphi_w$ only contains all use sites obtained from data-flow facts $\varphi_{must}$. In each iteration, function applyInves analyzes one instruction $u$ against all the other live sites of $v$ using invariants 3.1 - 3.6, and the returned set $\varphi_w$ contains extended live sites of $v$ (Line 11). Newly discovered live sites ($\varphi'_w$) are added to the worklist and $\varphi_{must}$ (Line 12 and Line 13). The algorithm continues until $\varphi_w$ becomes empty. $\varphi_{must}$ contains all must live sites of $v$.

The obtained must live scopes for stack slots are further used as scope constraints to reason about relations between stack slots and top-level variables. For each stack slot $v$, stack slots that overlap with it are identified as $S_v$ (Line 15). If a program point exists where $v$ and one of its overlapping counterpart $v'$ both live, $v$ and $v'$ are collapsed using a union-find data structure (Line 18) since they must belong to the same variable. All collapsed slots are extended to share the same must scope and are made to belong to the same variable when updating the function.

### 3.2 May Scope Inference

Since the must scope is an under-approximation, it might miss some instructions where the variable is visible. Moreover, such incomplete scope information might break data-dependence relations between memory references and hurt the soundness of static analysis.
Example 3.7. Consider the stack slot accessed ([rsp+64]) at Line 15 in Figure 2b, which is identified as the variable log. The must scope of log only contains a single instruction at Line 15 because it does not have data-dependences with others, which results in missing the field access at Line 14 ([rsp+68]).

Therefore, in order to produce a sound data-flow recovery result, Plankton further calculates a may scope for stack slots in 5 (Line 19 - Line 30).

The may scope is calculated by an augmented liveness analysis that considers possible stack slot overlapping during forward and backward data-flow analysis. Traditional liveness analysis [69] only performs backward analysis, which propagates the use site information to previous instructions. However, there may not be explicit uses after live sites of a stack slot. For example, the field access at Line 14 in Figure 2b could be placed before or after Line 15.

Five sets are maintained for each instruction: OUT, IN, USE, KILL, and OVER. Initially, OUT and IN are empty. USE contains stack slots that must live at current instruction, which comes from the result of previous must scope inference (Line 22). The OVER and KILL sets are used to minimize possible precision loss (merging unrelated stack slots) introduced by the may analysis. The idea here is to leverage stack slots that have contradicted visibility to filter out inaccurate may scope results, which is defined below:

**Definition 3.2.** (Visibility Contradiction). Stack slots $x_1$ and $x_2$ have visibility contradiction if they interfere in the memory and are independent variables in the debug information.

In other words, two variables with disjoint scopes in the source code could occupy the same memory location and cannot be visible simultaneously in the binary code.

The KILL set of one instruction contains stack slots that must not be visible given the ones in USE. The OVER set is used at some merge points in the control-flow graph. When multiple sets are merged into a single one, we check if there exist stack slots that cannot be visible at the same time. If so, we will abandon both of them.

**Example 3.8.** Stack slots corresponding to log and msg in Figure 2b must not be visible together because they are independent variables and occupy the same memory location [rsp+64]. Therefore, the KILL set at Line 15 in Figure 2b contains msg, which prevents the may scope of msg from including log’s scope. Similarly, the OVER set after Line 23 contains both log and msg, which rules out the false scope starting from Line 23 for both variables.

Similar to traditional data-flow analysis, we define transfer functions for backward and forward data-flow propagation as illustrated in Line 25 to Line 26 and Line 29 to Line 30, respectively. In Algorithm 1, two worklist-based processes iteratively apply transfer functions on instructions along the control-flows. The algorithm keeps updating these sets until it sees the fixed point (Line 19 - Line 30). The IN set of each instruction is taken as the set of may live slots.

**Example 3.9.** In Figure 2b, after the must scope inference, the stack slot [rsp+64] represents the log at Line 15 while referring to the msg at Line 21. The stack slot [rsp+68] at Line 14 does not map to any variables. Figure 5 illustrates the may scope inference process for log and msg. Two different kinds of lines represent their must live sites after the may scope inference. The colored areas represent the extended live ranges obtained by the may scope inference. Initially, the USE sets of Line 15 and Line 21 contain log and msg, respectively (Figure 5a). Figure 5b shows that the forward analysis only propagates the USE sets to program points after the must live sites. The propagation stops at the beginning of B3 since the two variables overlap and cannot be visible simultaneously in B3. Therefore, their may scopes are extended to program points before B3 and after must live sites. Similarly, Figure 5c shows that the backward analysis extends their may scopes before must live sites and after B0. After the backword and forward analysis, only B1 and B2 are marked as the may scopes for log and msg, respectively.

### 3.2.1 Applying Scopes
Finally, Plankton transforms the function according to inferred scopes. The must scope is first used for reconstructing the mapping by finding if specific references belong to any scopes of source-level variables. Then, Plankton further leverages the may scope information to obtain a sound translation result by merging unmapped stack slots to the mapped ones. Since the may scope is an over-approximation, we could wrongly merge independent stack slots into one variable entity. We found that the may scope can benefit static analysis according to the evaluation in § 5.4.2, meaning that although the may analysis cannot entirely avoid precision loss, it brings more true positive results than false positives. It is because a precise static analysis is able to eliminate the effect of fake dependences by combining different levels of sensitivity [71].

### 4 Type Enforcement
In this section, we introduce the type enforcement algorithm. The initial LLVM IR is first annotated with various type
They also have an inverse correlation in that one can always undo the effect of the other. Apart from assigning correct types, function parameters, etc.

To tackle the above problems, we propose two kinds of transformations to minimize type conversions: promotion and demotion. Both promotion and demotion move down the type lattice, finding increasingly precise types for values, while demotion moves up the type lattice to find decreasingly less precise types. The demotion rules are just a set of “inverse” rules for the promotion.

Then, PLANKTON iteratively applies both LLVM native optimizations (e.g., InstCombine) and a set of custom peephole transformation rules to the initial IR. We instantiate a type lattice to organize all LLVM types. The top (\(\top\)) of the lattice is the least precise type, representing the any type. The bottom (\(\bot\)) of the type lattice is the most precise type. For example, all values in the assembly code initially have the integer type, which is the most imprecise one, and a more precise one could be a pointer type. In the initial program, apart from values without type annotation whose types are under-precise, some value types can also be over-precise. For example, inlined functions could be optimized to use the pointee value directly, however, the debug information might still mark the variable as the original pointer type, which makes the variable’s type “more precise” than its actual type.

**4.1 Transformation Rules**

To tackle the above problems, we propose two kinds of transformations to minimize type conversions: promotion and demotion. Promotion moves down the type lattice, finding increasingly precise types for values, while demotion moves up the type lattice to find decreasingly less precise types. They also have an inverse correlation in that one can always undo the effect of the other. Apart from assigning correct types to values, those rules also propagate type hints forward through the control- and data-flows because type conversions are passed on to all use sites of the values.

Figure 6 shows two example transformation rules. Each rule has two parts and are split by a single line, where the upper part represents the code pattern we are trying to catch, and the lower part is the semantically equivalent transformation result. The bold font represents LLVM instructions. typeof(\(v\)) returns the type of value \(v\). typeConv(\(v\), \(r\)) inserts type conversions to convert \(v\) to type \(r\). replaceUse(\(v_1\), \(v_2\)) will replace all uses of \(v_1\) in the LLVM module with \(v_2\). isAgg(\(r\)) returns true if \(r\) is an aggregate type. typeOf(Pointee(\(v\)) returns the pointee type of the pointer value \(v\). Notation \([op]_n\) means repeat \(op\) for \(n\) times like \(op_0, op_1, \ldots, op_n\).

We also define a partial order for each pair of types, denoted as \(r_1 > r_2\), which means \(r_1\) is more precise than \(r_2\) on the type lattice.

multiAdd is a general transformation rule for converting pointer arithmetic with incorrect types into the correct ones.\(^{[58]}\) Given a ptrtoint instruction and a sequence of add instructions, PLANKTON transforms them into a getelementptr instruction by finding proper indices into sub-elements of aggregate types. Operands used in each add instruction could be either immediate value or variable. The immediate offset can index types with variable-length sub-elements (e.g., structure), while variable offset can only be used in types with fixed-length sub-elements (e.g., array). The demotion rules are just a set of “inverse” rules for the promotion. intPhi denotes the pointer type used in the phi instruction to the integer type by adding type conversions.

**4.2 Fixed point Algorithm**

As illustrated in Figure 7a, PLANKTON applies both LLVM native optimizations and peephole transformation rules to the IR. State\(_n\) represents the number of type conversions. Promotion and demotion are performed back-and-forth, and reach their only fixed points (the number of conversions does not change) in each iteration. The algorithm also finds a global fixed point between promotion and demotion. Since LLVM native optimizations are not guaranteed to reach a fixed point, our algorithm only iterates between optimizations and peephole transformations for a fixed number of times (3 in our implementation to balance the effectiveness and efficiency).

**Termination of the algorithm.** Both promotion and demotion are guaranteed to terminate at State\(_n\) because any of them alone is monotonic according to the type lattice, and the number of type conversions bounds the search. All state transitions are organized into a graph, and PLANKTON decides whether a global fixed point is reached by detecting cycles on-the-fly. The fixed point could contain multiple states because conflict types might exist for the same value. A typical example is the usage of union type inside the code, which can be cast to different types according to the context. As shown in Figure 7a, the global fixed point can have 2 (State\(_p\) equals to State\(_n\)) 4, or 2\(n\) states. PLANKTON will choose the state with the fewest type conversions as the final state. Therefore, the global fixed point could be dynamic and guaranteed to be reached since the number of type conversions is bounded.

**Example 4.1.** Figure 7b shows the LLVM IR after promotion. Since it still contains a ptrtoint, PLANKTON performs another round of demotion, resulting the IR in Figure 7c. It can be seen that the states of Figure 7b and Figure 7c form a
cycle in the graph. Therefore, PLANKTON identifies them as a global fixed point that involves 2 states and takes Figure 7b as the final result since it contains fewer conversions.

5 Evaluation
In this section, we aim to systematically evaluate the effectiveness (§ 5.1) and efficiency (§ 5.3) of PLANKTON on large-scale benchmarks. Additionally, we conduct ablation studies to illustrate the importance of PLANKTON’s key components (§ 5.4).

Environment. All experiments are performed on an Intel Xeon(R) computer with an E5-1620 v3 CPU and 500GB of memory running Ubuntu 16.04 LTS.

Static Analysis. We adopt two state-of-the-art LLVM-based static analysis tools PINPOINT [84] and SVF [83] in the evaluation. They perform sparse value-flow analysis to check the source-sink properties of the program. We use them to detect five common CWE bugs: null pointer dereference (NPD), use-after-free (UAF), double-free, file descriptor leak, and memory leak. In our evaluation, all static analysis timeout is set to 24 hours with a memory limit of 500GB.

Metrics. Since our goal is not to evaluate the ability of static analysis tools, we do not directly measure the precision and recall of analysis results. Instead, we take analysis results on the compiled IR as the ground truth and compare them with that on the lifted IR. Two reports are considered the same if they share the same source and sink locations. True positives (TPs) denotes vulnerabilities detected in both the compiled IR and the lifted IR. False positives (FPs) are bugs that are only discovered in the lifted IR. False negative (FN) represents defects that are only found in the compiled IR.

Benchmarks. As shown in Table 1, we adopt both standard benchmarks and real-world programs in the evaluation. The standard benchmarks include Juliet Test Suite [87]. In terms of real-world programs, we choose 17 open-source C/C++ projects such as PHP. In total, we use 18 projects in the evaluation. We use WLLVM [20] (a wrapper for Clang) to produce LLVM IRs required by static analysis tools. We build all binaries with two mainstream system compilers Clang and GCC using project default configurations. Among the adopted 18 projects, 14 of them by default are built with debug information, the remaining 4 programs provide options to enable debug build. Additionally, all binaries by default are built with different levels of compiler optimizations determined by project default configurations, including -O0, -O3, -Ofast, etc. In total, we have 48 binaries in the evaluation.

5.1 Comparison with Existing Lifters
In this section, we compare PLANKTON with five existing binary lifters: RetDec [11], ReOpt [8], McSema [5], revng [42], and MCTOLL [9]. Table 1 shows the bug detection results using SVF and PINPOINT on LLVM IRs produced by WLLVM, PLANKTON and compared binary lifters. Since PINPOINT requires the LLVM IR to be 3.6.2 version, which is not supported by the compared lifters, we only adopt SVF in the baseline comparison. Only McSema and PLANKTON successfully lift all binaries (McSema leverages IDA Pro as its front-end). RetDec, ReOpt, and revng fail to process 1, 3, and 20 binaries respectively. MCTOLL fails on all binaries because of multiple internal crashes and difficulties in handling external functions [7, 10].

For PINPOINT, PLANKTON achieves a false positive rate of 20.7% and a false negative rate of 20.9%. For SVF, the false positive and negative rates achieved by PLANKTON are 13.7% and 22.1%. Compared with RetDec, McSema, ReOpt, and revng, PLANKTON reduces the false positive/negative rates of SVF by 48.6%/38.5%, 86.3%/77.9%, 86.3%/77.9%, and 86.3%/77.9% respectively.

RetDec [11] directly applies debug information without further refinement. Besides, it does not reconstruct complex aggregate types from the debug information. Therefore, SVF can only detect bugs that involve simple data-flows in IRs produced by RetDec. The above limitations explain its poor performance compared with PLANKTON. ReOpt does not output any meaningful static analysis results. The main reason is that ReOpt only uses the function boundary in the debug information to assist binary lifting and overlooks others, making the results quite inaccurate. Both McSema

![LLVM Native Optimizations](a) Overview (b) LLVM IR After promotion. (c) LLVM IR after demotion. Figure 7. An illustration of back-and-forth transformations. Some instructions are omitted for simplicity.
and revng produce emulation-style LLVM IRs, which lack too much high-level information and are incompatible with source-level static analysis tools like SVF [63]. Therefore, they do not produce any true positives.

5.1.1 False Cases Analysis. We manually inspect both false positives and negatives in the bug reports and summarize several common reasons. The first one, which is also the prominent problem, is that although static analysis tools are designed to be "deterministic", which means they are expected to produce the same results for the same LLVM IR, they still cannot guarantee consistent outputs for two semantically equivalent but syntactically different IRs [77] (e.g., differently optimized IRs) because of the unsoundness of actual implementations. Our experiments in §5.4.2 also support this claim. Second, optimizations adopted by PLANKTON could merge or delete call sites, causing different source-sink locations. For example, we found that all false negatives in CWE415 are caused by optimized away memory allocations and deallocations. Third, despite effort spent implementing PLANKTON, some reverse engineering problems still exist that are not appropriately handled. For example, PLANKTON currently cannot accurately parse virtual tables in C++ classes, causing false cases in C++ code.

The public availability of SVF allows us to dig deeper into the root cause. We found most false cases are caused by an assumption made by SVF: the IR is unoptimized, which does not hold in IR produced by PLANKTON. Optimizations could transform typed pointer arithmetic (getelementptr) to arithmetic with void pointer and pointer cast (bitcast), which means getelementptr does not preserve structure or array information anymore. Although such transformations are valid for code generation, they are currently not handled by SVF’s analysis rules, causing different pointer analysis and bug detection results. For example, SVF fails to resolve dozens of memory allocation function pointers in optimized code produced by PLANKTON, which accounts for almost all false negatives. Another major problem is the handling of path conditions. SVF collects path conditions during the source-sink analysis and queries a solver for satisfiability. However, we found that different path conditions collected from syntactically different IRs could cause the solver to produce contrary satisfiability results.

5.2 Generalization to Other Compilers

We also compare the results of checking IRs lifted from GCC compiled binaries and compiled IRs ². For PINPOINT, PLANKTON achieves a false positive rate of 23.8% and a false negative rate of 25.7%. For SVF, the false positive and negative rates achieved by PLANKTON are 24.9% and 25.8%. The results are a little bit worse than that of Clang compiled
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\caption{Figure 8. Linear fit lines on the runtime data. The x-axis stands for the size of the code (MB). The y-axis stands for the time cost (minute) or the memory cost (GB).}
\end{figure}
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\caption{Figure 9. Average execution time breakdown of Plankton. Both the data in seconds and the percentage are shown.}
\end{figure}

Plankton takes 6.1× more time and consumes 6.4× more memory. For projects with a code size of less than 2MB, the lifting time is less than 2 minutes, and memory consumption is less than 3GB. For the biggest project FFmpeg, Plankton spends 16.5 minutes and consumes 30.9GB of memory. On average, Plankton spends 103 seconds on one binary with 3GB memory consumed, showing good scalability.

Figure 9 presents the time cost breakdown of Plankton. The majority of its time is spent on LLVM native optimizations (50.63%). Plankton applies all 03-level optimizations supported by LLVM to the IR in serial, but this process can be easily parallelized since they are only performed intra-procedurally. Both stack disambiguation and our custom peephole transformations are very efficient, counting for only 14.58% of all the lifting time. Other lifting stages, such as control-flow recovery and function prototype recovery, account for 34.8% of the time, which on average takes 36.03s.

We also compare the memory consumption of Plankton with that of RetDec. We omit the comparison with other lifters because they either fail on too many binaries (e.g., mctoll) or depend on results of other tools (e.g., McSema uses IDA Pro during its lifting process). For projects that can be handled by RetDec, Plankton reduces about 11% memory consumption, showing that the two new algorithms do not cause additional memory overhead.

\begin{figure}[ht]
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\includegraphics[width=\textwidth]{figure10.png}
\caption{Figure 10. Comparison of instruction count and number of type conversions. All results are normalized against wllvm. Three columns of data that are too large to show are marked with their actual number.}
\end{figure}

5.3 Scalability

We adopt the curve fitting approach [81] to study the observed time- and memory-complexity of Plankton. Figure 8 shows the fitting curves and their coefficients of determination $R^2$. $R^2 \in [0, 1]$ is a statistical measure of how close the data are to the fitting curve. The closer $R^2$ is to 1, the better the fitting curve is. It shows that Plankton’s time and memory cost grows almost linearly in practice ($R^2 > 0.99$), thus scaling up quite gracefully. For example, the code size of FFmpeg is 6.1× bigger than that of git. Therefore,
NoPeep does not use peephole transformation rules during the type enforcement.

We also include IRs obtained by re-optimizing IRs produced by wllvm using the LLVM offline re-optimizer [58], denoted as OptWllvm.

5.4.1 IR Quality. We first measure the quality of lifted IRs by two metrics defined by existing work [80]: the size of the IR code and the number of type conversions. Figure 10 presents the results on all benchmarks that are normalized against wllvm.

NoOpt produces the largest IR code without further code optimization (on average 10.5x bigger than others). All ablations and OptWllvm generate smaller IRs compared with wllvm, indicating the effectiveness of code optimizations in reducing code size. Smaller code could also accelerate static analysis. According to our evaluation, analyzing PLANKTON’ IR runs 1.3x faster than analyzing wllvm’s IR.

PLANKTON produces fewer type conversions between integers and pointers (ptrtoint and inttoptr) than all other ablations. On average, PLANKTON reduces 90.9%, 55.1%, 95.6%, and 19.2% conversions compared with NoDebug, NoOpt, NoPeep, and NoStack respectively. Without debug information, data-flows and type information cannot be soundly recovered, severely restricting the type correctness level. The results of NoPeep and NoOpt illustrate the importance of combining both LLVM native optimizations and custom transformation rules, bringing IRs with higher quality than either. We also found that compared with only applying promotion rules, combining promotion and demotion produces 31.4% fewer type conversions in the lifted IR. On average, PLANKTON produces 75.6% fewer bitcast instructions than NoStack. Such results indicate the effectiveness of the stack disambiguation algorithm in avoiding overlapping stack slot usage, which will otherwise result in heavy use of casting between different variables. PLANKTON produces more casting instructions between pointers (bitcast) than NoDebug and NoPeep. It is because both of them heavily use ptrtoint and inttoptr to implement pointer arithmetic, preventing them from casting values to correct types. They even have fewer bitcast instructions than wllvm and OptWllvm. On average, only 81% of stack references are mapped to source-level variables by the debug information. However, this percentage can be as low as 35% in some projects (e.g., Python) due to compiler optimizations, and the stack disambiguation algorithm can compensate for the remaining ones.

The compiler-generated IR is also not free of type conversions, wllvm produces 29,398 ptrtoint instructions and 3,951 inttoptr instructions in all IRs. PLANKTON has fewer ptrtoint and bitcast instructions compared with wllvm, but has more inttoptr instructions, it is because some assembly instructions and external library functions are not currently handled by PLANKTON, making it unable to transform the IR properly. For example, tmux project depends on libevent APIs, but debug information of dynamically linked libraries

---

**Figure 11.** Venn diagrams of the number of bugs detected by Pinpoint and SVF on OptWllvm, PLANKTON and its ablations. All results are compared with the default compiled IR (wllvm).
is not present in the compiled binary. Similar issues also exist in php, which links libxml dynamically. This problem could be easily fixed by analyzing debug information of external libraries during binary lifting, and we leave it as future work.

5.4.2 Static Analysis Precision. Figure 11 shows the bug detection results of PLANKTON, OptWllvm, and all ablations. PLANKTON outperforms all ablations with more true positives (on average 208% more), lower false positive rates (on average 34.6% lower), and lower false negative rates (on average 42.8% lower). NoDebug has the worst performance compared with all the other ablations. Without debug information, NoDebug cannot accurately recover control- and data-flows. Moreover, the incompleteness of the debug information is also not appropriately handled, making it hard for static analyzers to find buggy paths. Without a higher level of type correctness, both NoOpt and NoPeep hinder static analysis capabilities. Therefore, even with high-quality control- and data-flow recovery, NoOpt and NoPeep still perform worse than PLANKTON.

NoStack performs better than other ablations but still worse than PLANKTON since variable information is still not fully recovered. Specifically, there are 3,983,477 stack references in all binaries, and 29,972 of them benefit from the stack disambiguation algorithm. Only 81% of stack references are mapped to source-level variables by the debug information on average. However, this percentage can be as low as 35% in some projects (e.g., Python) due to compilation.

We also measure the influence of the may scope inference on the overall results by disabling it in the stack disambiguation algorithm. Without the may scope, static analysis results on SVF generates 11% more false positives, 1.2% more false negatives, and 10.9% fewer true positives, indicating that it has more positive effects on the lifting than negative ones. Similarly, for Pinpoint, disabling the may scope results in 3% and 1% more false positives and negatives, respectively, and 3.1% fewer true positives. The influence is subtle because only a small portion of stack slots needs may scope information, accounting for only 9.3% of all mapped ones.

Both WLLVM and OptWllvm use IRs compiled from the source code to check for bugs. The only difference is that OptWllvm additionally re-optimizes all IRs using 03-level optimizations. PLANKTON and OptWllvm produce similar number of true positives (11147 vs. 11158). The overall false positive rate of OptWllvm is even slightly higher than that of PLANKTON (20% vs. 16.2%), while they have comparable false negative rates (21.6% vs. 21.7%). The above result indicates that static analyzers could still produce diverse results on semantically equivalent but syntactically different IRs. Therefore, the difference between PLANKTON and WLLVM is reasonable and inevitable, showing that PLANKTON is effective enough for real-world usage.

6 Discussion
Cross-compilation. PLANKTON also supports other architectures (e.g., Arm). In the experiments, we only evaluate with X86_64 due to its popularity, and all baselines support it. Producing other IR forms. Currently, PLANKTON only produces different versions of LLVM IRs. This is because LLVM IR is more suitable for static analysis, and many static analysis tools are already built up on it. Although PLANKTON cannot directly produce other forms of IRs such as Simple [38], the underlying algorithms are general so that one can write a Simple lifter based on them. Other downstream applications. Since PLANKTON is able to produce close-to-source LLVM IRs, it can support other applications that are based on LLVM IR from static analysis, including binary composition analysis [64], post-link optimization [72], and code embeddings [88]. Some of them, such as post-link optimization, require the LLVM IR to be recompilable. Although the LLVM IR is recompilable by design, the current PLANKTON cannot guarantee the 100% success of recompilation because not all assembly instructions have their LLVM IR counterparts (some instructions are system specific) and not all library functions are correctly modeled (§ 5.4.1). Therefore, extra efforts are needed for PLANKTON to support other applications. We leave it as part of our future work.

7 Related Work
Binary Lifting. Many lifters have been proposed to produce LLVM IRs from binaries. SecondWrite [26, 27, 47] uses VSA-based approaches to recover variables and data types from stripped binaries. They do not consider possible variable overlaps and only infer types for top-level variables. BinRec [25] lifts binaries based on dynamic disassembly. Lasagne [80] statically translates X86_64 binaries to LLVM IR and then compiles it to ARM while enforcing the x86 memory ordering model. Revng [41, 42] relies on QEMU to perform lifting. LISC [51] automatically learns translation rules from assembly to IR. Inception [40] merges LLVM IRs produced from binaries and source code. McToll [9] and RetDec [11] also adopt code transformations to refine the produced LLVM IR. However, the peephole transformations adopted by McToll only consider single operations against integer-typed pointees and LLVM optimizations is only used for reducing the code size. Also, all transformations are only run once without guidance, severely limiting their effectiveness.

Metadata-assisted Binary Analysis. Many existing works have adopted metadata emitted by the compiler to facilitate analysis tasks that require high-quality binary translation results. Egalito [93] and RetroWrite [44] use additional metadata embedded in position-independent code (PIC) to perform accurate binary rewriting. PEBIL [59] and Vulcan [46] require symbol information to perform static binary instrumentation. Zeng et al. [95], Shuffler [92], MCFI [70], Self-rando [39] and, CCR [57] all make use of compiler-generated
information to enforce control-flow integrity (CFI). HPC-Toolkit [86] proposed to use the debug information to understand the performance of fully optimized modular code. Park et al. [75] leverage JNI-interoperation-related types to improve binary decompilation and static analysis. However, they only handle and propagate function signature types. Unlike them, in PLANKTON, we are the first to use the debug information to facilitate static code analysis.

8 Conclusion
In this paper, we propose a new binary lifter PLANKTON together with two new algorithms that can fill the gap between the low- and high-level code to support full-fledged static analysis. Experimental results show that PLANKTON has sufficient precision and scalability for real-world bug detection.
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